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• The concept of consistency from constraint 

programming can provide a new perspective 

on cutting planes.

– We can view cutting planes as excluding infeasible 

partial assignments rather than fractional LP solutions.

– A partial assignment assigns integer values to only some 

of the variables.
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• The concept of consistency from constraint 

programming can provide a new perspective 

on cutting planes.

– We can view cutting planes as excluding infeasible 

partial assignments rather than fractional LP solutions.

– A partial assignment assigns integer values to only some 

of the variables.

– Cutting planes can reduce backtracking even when 

there are no bounds from an LP relaxation.

– This could have computational implications.

– …and provide additional insight into IP.
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• Consistency is a core concept of constraint 

programming.

– Roughly speaking, 

– Consistency  no backtracking

– A node in a branching tree corresponds to a partial 

assignment.

– If it violates no constraint, we can proceed to a 

feasible solution without backtracking.
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Consistency

Constraint set 
is consistent

Partial assignments that violate 

no single constraint are feasible 
(are part of some feasible solution)
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Consistency

The constraint set

is not consistent because 

the partial assignment x1 = 1 

violates no single constraint*

but is infeasible.

Consistency is a much stronger 

condition on a constraint set 

than feasibility.

*A partial assignment must fix all variables in a constraint to violate it 
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Consistency

The constraint set

is not consistent

Backtracking can result

even with 1-step lookahead

(forward checking).
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Consistency

The constraint set

is consistent

No backtracking

with forward checking

Don’t take the x1 = 1 branch

Violates a 

constraint



• Full consistency is very hard to achieve, but...

– Various forms of partial consistency can reduce 

backtracking.

– Especially domain consistency.

– This is the workhorse of constraint programming,

– …analogous to cutting planes in IP.
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Consistency



• The concept of consistency never developed in 

the optimization literature.

– Even though it is closely related to the amount of 

backtracking…

– …and cutting planes can reduce backtracking by 

achieving a greater degree of consistency

– …as well as by tightening a relaxation.
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Consistency



• Goal:  Explore the role of consistency in IP.

– Understand connection between cutting planes and 

consistency.

– Develop LP consistency – a form of consistency 

suitable for IP.

– Use partial LP consistency to reduce backtracking.

– Bridge the two thought systems (CP and IP).
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Consistency



• Consistency allows us to check whether a partial 

assignment is feasible…

– By checking whether it is feasible in a relaxation of the 

constraint set.

– …a relaxation that makes this easy to check.

– The relaxation consists of constraints that contain only 

the variables in the partial assignment.

11

Consistency and Relaxation



• Consistency allows us to check whether a partial 

assignment is feasible…

– By checking whether it is feasible in a relaxation of the 

constraint set.

– …a relaxation that makes this easy to check.

– The relaxation consists of constraints that contain only 

the variables in the partial assignment.
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in the consistent constraint set 
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– The relaxation consists of constraints that contain only 

the variables in the partial assignment.
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• Consistency allows us to check whether a partial 

assignment is feasible…

– By checking whether it is feasible in a relaxation of the 

constraint set.

– …a relaxation that makes this easy to check.

– The relaxation consists of constraints that contain only 

the variables in the partial assignment.
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Consistency and Relaxation

We can check if x1 = 1 is feasible 

in the consistent constraint set 

By checking whether it is 

feasible in the relaxation

It is obviously infeasible.



• We want to do the same for IP using the 

LP relaxation

– Given LP-consistency, we can avoid backtracking 

by solving LPs

– Check whether the partial assignment at a node is 

feasible in the LP relaxation.

– This is easy – just solve the LP that results from 

adding the partial assignment to the constraint set.
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LP-Consistency

An IP constraint set is LP-consistent if any integer partial 

assignment feasible in its LP relaxation is feasible in the IP.



LP-Consistency

The constraint set

is not LP-consistent because 

the partial assignment x1 = 1 is 

feasible in the LP relaxation

but is infeasible in the IP.

LP-consistency is a much 

stronger condition on a 

constraint set than feasibility

of the LP relaxation.
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LP-Consistency

The constraint set

is not LP-consistent

Backtracking can result

even with 1-step lookahead

(forward checking).
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LP-Consistency

The constraint set

is LP-consistent

No backtracking

with forward checking

Don’t take the x1 = 1 branch

Infeasible in

LP relaxation

Note that we do not use bounds 

from the LP relaxation.

We only use the LP to identify 

infeasible partial assignments.



• Can cutting planes achieve LP-consistency?

– Certain Chvátal-Gomory cuts can achieve LP-consistency.

– For this, we need the concept of a clausal inequality.

– It is a 0-1 inequality that expresses a logical clause.
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LP-Consistency and C-G Cuts
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LP-Consistency and C-G Cuts

Theorem. A 0-1 constraint set is LP-consistent if and only if 

any implied clausal inequality is a rank 1 C-G cut.

x1

The LP-consistent constraint set

implies the clausal inequality x1  0
which is a rank 1 C-G cut…
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LP-Consistency and C-G Cuts

x1

…as shown by linear combination 

and rounding:

Theorem. A 0-1 constraint set is LP-consistent if and only if 

any implied clausal inequality is a rank 1 C-G cut.
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Consistency and the Convex Hull

S is LP-consistent

SLP = conv(S)

S is consistent
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Consistency and the Convex Hull

S is LP-consistent

SLP = conv(S)
SC is consistent

SC is LP-consistent

S is consistent



• Full LP-consistency is hard to achieve.

– In principle, can achieve it by generating all rank 1 

clausal C-G inequalities (from the Theorem).

– This is not practical.

– We define a form of partial LP-consistency.

– Analogous to k-consistency in constraint programming.

25

Partial LP-consistency



• Full LP-consistency is hard to achieve.

– In principle, can achieve it by generating all rank 1 

clausal C-G inequalities (from the Theorem).

– This is not practical.

– We define a form of partial LP-consistency.

– Analogous to k-consistency in constraint programming.

26

Partial LP-consistency

A 0-1 constraint set is rank r LP-consistent 

over variable set J…

if any partial assignment to variables in J that is 

feasible in the LP relaxation…

can be extended to r additional variables and still be 

feasible in the LP.  



• Rank r LP-consistency reduces backtracking.

• Roughly speaking, one can descend r more levels 

into the search tree without having to backtrack.
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• Rank r LP-consistency reduces backtracking.

• Roughly speaking, one can descend r more levels 

into the search tree without having to backtrack.

• We can achieve rank r LP-consistency over J

with a restricted form of RLT.*
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Partial LP-consistency

*Reformulation and linearization technique.

Theorem.  Rank r LP-consistency can be achieved 

by a rank r RLT algorithm** for a computable value of r, 
where r may be substantially less than r.

**The RLT algorithm lifts into r additional dimensions.
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Partial LP-consistency
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Consider the constraint set S :

x1 = 1 is feasible in SLP but not in S.  

Setting x1 = 1 results in backtracking.



31

Partial LP-consistency

Consider the constraint set S :

x1 = 1 is feasible in SLP but not in S.  

Setting x1 = 1 results in backtracking.

Here r = 3 and r = 1.  We apply RLT with J = {1} and r = 1 and 

thereby achieve rank 3 LP-consistency over {1}.  

This means we can move 3 levels deeper into the tree without 

backtracking, by applying only a rank 1 RLT algorithm.
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Partial LP-consistency

Consider the constraint set S :

x1 = 1 is feasible in SLP but not in S.  

Setting x1 = 1 results in backtracking.

Here r = 3 and r = 1.  We apply RLT with J = {1} and r = 1 and 

thereby achieve rank 3 LP-consistency over {1}.  

This means we can move 3 levels deeper into the tree without 

backtracking, by applying only a rank 1 RLT algorithm.

Since there are 4 variables, we can now solve the problem 

without backtracking by checking which branches are feasible 

in the LP relaxation.



• There is no need to use all the inequalities 

generated by RLT.

• At each node of the search tree, we use a cut 

generating LP to identify one RLT inequality that 

makes the LP relaxation at the current node infeasible.

• If such an inequality exists, of course.

• We call this inequality a consistency cut.
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Consistency Cuts



• At this stage, no attempt to incorporate 

consistency cuts into a state-of-the-art solver.

• Only a preliminary comparison of consistency 

RLT cuts with separating RLT cuts.

• Use rank 1 RLT only.

• No other cutting planes, for direct comparison.

• Solve with CPLEX 12.8

• Fixed branching order, no presolve.

• Random and MIPLIB instances

• Small, dense random instances.

• MIPLIB instances hard enough for meaningful 

comparison, easy enough for manageable search tree.
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• At this stage, no attempt to incorporate 

consistency cuts into a state-of-the-art solver.

• Only a preliminary comparison of consistency 

RLT cuts with separating RLT cuts.

• Use rank 1 RLT only.

• No other cutting planes, for direct comparison.

• Solve with CPLEX 12.8

• Fixed branching order, no presolve.

• Random and MIPLIB instances

• Small, dense random instances.

• MIPLIB instances hard enough for meaningful 

comparison, easy enough for manageable search tree.

• Bounds on objective function.

• Since consistency cuts detect infeasibility.
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Experiments
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Experiments

Random instances

Separating RLT cuts vs. consistency cuts

Each number is an average over 5 instances

*Memory exceeded in 4 of 5 instances
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Experiments

MIPLIB instances

Separating RLT cuts vs. consistency cuts



• Are there other general-purpose schemes 

for achieving LP consistency with cutting planes?

• Or perhaps other types of consistency.

• To what extent do cutting planes for particular 

problem classes achieve consistency?

• Clique cuts, covers, TSP cuts, etc. 

• Can LP consistency yield new approaches 

to solving particular problem classes?

• Using new families of specialized consistency cuts.
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